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Another quasi-30 years of slow progress
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Abstract

Meehl (1978) discussed a variety of characteristics of the culture of scholarly psychology that critically affect its progress toward a stronger
science. These characteristics include assumptions about the nature of theory, approaches to the testing of theories, and the reliance on
significance tests that is pervasive in many subfields of psychology research. Several of these characteristics and Meehl’s perspective on them
are examined years later in this brief commentary. Meehl’s criticisms, though sometimes misrepresented, remain compelling and strikingly
current. Yet it should be remembered that Meehl emphasized that “soft” psychology at its best is a profound and worthy challenge and will
necessarily progress slowly. It can be improved, but not replaced, by hardnosed scholarship.
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What a joy to read this paper (Meehl, 1978) on the slow
progress of soft psychology again. The first paragraph ends
with the bait that, if the article gets us to think about the
relationship between theory-testing and significance-testing,
“this article will have served its scholarly function” (p. 806).
It certainly did get us thinking. Beyond the provocative con-
tent, over and over in reading it I recognized certain won-
derfully tailored phrases that had stayed with me from ear-
lier readings. It would be tempting to devote the present
very short commentary to praising favorite gems among the
content and phrasing, but instead this note examines a few
items from, and adds to, Meehl’s list of factors keeping the
progress slow.1

(1) Meehl (1978)cited 20 reasons that render “soft” psy-
chology a truly difficult science. Under “nuisance
variables”, he referred to difficulty in either statistically
or causally separating variables that are so intertwined
with phenomena of interest that we cannot distinguish
them (see alsoMeehl, 1970, 1971). We can highlight
Meehl’s concerns in two directions, re: the construct
validity of residuals and the possible role of a covari-
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1 Although Meehl (1978)relied on the common “hard science”/“soft

science” distinction in his choice of terms, he made a strong case for
“soft psychology” actually being the harder side of the field—asking the
more difficult questions.

ate in substantive theory. Routinely one sees authors
of publications and grant applications referring to
“statistically controlling” for or “removing the effect
of” some covariate, without carefully considering the
consequences. If the variables of interest are mean-
ingfully related to the covariate, then potentially one
has removed not just nuisance variance but meaningful
variance—one no longer has the variables of interest
available for analysis. An example of this problem
is the common, inappropriate use of ANCOVA when
groups differ on the covariate. Removing such vari-
ance does not “control for” or “correct for” anything.
It just removes variance. Whether that removal has
done violence to the variables of interest—whether the
residualized variables are still construct-valid—has to
be carefully considered (seeMiller & Chapman, 2001,
for extended discussion). This problem at first glance
appears to be an enormous inconvenience for exper-
imental psychopathologists, whose subject groups so
often differ in ways not seen as central to the question
at hand. Nevertheless, what is needed in the face of
such inconvenience is not arithmetic but conceptual
re-evaluation of the original variables. Possibly what
appears to be a nuisance variable actually warrants a
nontrivial role in one’s theory.

(2) Meehl (1978, p. 806)denounced some theorizing as
weak: “. . . most so-called ‘theories’ in the soft ar-
eas of psychology. . . are scientifically unimpressive
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and technologically worthless”. We can go further:
most “models” or “theories” we run across are not
theories or models, they are lists of concepts (some-
times very appropriate ones) with too little spelled-out
mechanism sewing them together in some credibly
dynamic way to be called a theory or model. In the
psychopathology literature (e.g.,Miller, 1995), the per-
vasive “diathesis-stress model” is not a model. It is a
proposal that two factors arise in temporal sequence
with some combined effect on subsequent dysfunction.
In most cases, it carries the implication that different
factors have different time courses, with the diathesis
relatively static and the stressor acute or cumulative. It
is a fine proposal, surely true in many cases. But with-
out also spelling out the mechanisms in the relationship
between the diathesis, the stressor, and the dysfunc-
tion, we do not have a model; no model, no test of the
model; no test, no danger of refutation. Meehl would
not be pleased, because he championed Popperian risk
of refutation as key to scientific progress.

(3) A message thatMeehl (1978)particularly hammered
home is that significance testing is often the wrong thing
to do entirely. More subtly, it can distract us from the
experiment itself. After 6 days punching a calculator
computingt-tests for my undergraduate honors thesis,
I brought the results to my advisor, with much pride
and excitement, because a few of them were actually
“significant” at the 0.05 level. He immediately asked one
question I had not anticipated. “What are the effects?”,
by which he meant: what are the means contributing to
thoset-tests, and what is the direction of their differ-
ences? I did not know; I had not noticed. He was a bit
exasperated. It had not occurred to me that, to make any
sense at all of the inferential statistics, one needs to start
with the descriptive statistics. Our first task is to describe
what we see in our experiment—not to estimate whether,
if someone else somewhere else had done a different ex-
periment, they would have seen the same thing. Perhaps
my most common recommendation as a journal editor
and reviewer is a thorough rewrite of a Results section
so that paragraphs generally lead with the important de-
scriptive findings, rather than the inferential statistics.
Many of us were taught that the descriptive statistics, if
not “significant”, must be banished from consideration.
But this precludes discovery of fortuitous results. One
plans an experiment with due diligence, but once done
one must interrogate the data to discover what experi-
ment actually occurred—not just what the results were
but what the manipulation was. I usually measure some-
thing biological in my research, obtained during some
behavioral task. Before looking at the psychophysiolog-
ical scores (fMRI, EEG, autonomic measures), I want to
start with the behavioral performance data, to see what
they tell me about what my subjects really did. If such
a manipulation check suggests that my subjects under-
went a procedure different from my intention, I do not

throw out the data, I investigate whether what they did
was largely consistent across subjects and largely inter-
pretable. If so, I have a valuable data set after all. If not
internally consistent and interpretable, little else mat-
ters. All of that trumps significance levels.

(4) Meehl (1978, p. 807)lamented “. . . a disturbing ab-
sence of thecumulative character that is so impressive
in disciplines like astronomy, molecular biology, and
genetics.” Surely a major reason for the lack of accu-
mulation is that we (still) do not have nearly the con-
sensus on the set of phenomena our field should focus
on that some other disciplines have. The making of, and
consequences of finding, new, superheavy elements has
been a central focus of chemistry and physics for 50
years. Success may lead to stable, super-dense mate-
rials of enormous practical significance. What compa-
rable goal does soft psychology have? “Curing mental
illness” sounds wonderful, but we are far from agreed
on what constitutes mental illness and even whether
“cure” is the appropriate metaphor. (What should suc-
cessful psychotherapy look like? What does a good
life look like?—Not questions that inferential statis-
tics will answer, despite very good progress on empir-
ically supported psychotherapy in recent decades.) We
should not be fooled by logically impossible claims,
for example, that schizophrenia is a brain disease (c.f.
NIMH web site) or by a putative biological theory of
schizophrenia that is not a theory of schizophrenia at
all. The dopamine theory of schizophrenia was an im-
pressive account of dopamine phenomena associated
with schizophrenia, lacking any adequate mechanistic
account of how dopamine dysfunction could account for
psychological symptoms. And it is psychological symp-
toms that define schizophrenia, not only operationally
but essentially (seeMiller, 1996, for extended discus-
sion).

(5) Precious little attention was paid to statistical power in
1978. Grant applications now routinely address it, but
most get it wrong. The modal discussion is a perfunctory
treatment of a tractable subset of the hypotheses, with
the power to confirm them based on some pre-existing
(even arbitrary, such as “medium”;Cohen, 1988) esti-
mate of the likely effect size. This is not a relevant power
analysis. If we respect and extendMeehl’s (1978, p. 814,
822)pioneering discussion of power, what is needed is
a clear stand on how big an effect isworth finding, not
how big an effect islikely—we need to know what the
power is for anadequate test of the hypothesis. The typ-
ical hypothesis is that two means differ (or more gen-
erally that two samples differ insome way), whereas
Meehl repeatedly pointed out that the far more valuable
prediction would be about the magnitude of the differ-
ence. So we have progressed since 1978 in that we now
often invoke statistical power, but it is not clear that we
understand it any better than when Meehl drew our at-
tention to it.
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(6) Meehl (1978)provided a self-reflective appendix on
his faith in aspects of psychoanalysis, at a time when
psychodynamic and behavioral approaches were fight-
ing for the soul of academic clinical psychology. He
stressed the importance of distinguishing whether a
theory is testable now with available methods versus
potentially testable with future methods, the latter being
sufficient for good science. He noted that behavior ther-
apy had proven both effective and insufficient. Years
later, the academic fight is over. Perhaps ironically, like
the progeny of the French Norman knights who, having
conquered England, came to speak English, behavior
therapy conquered academic clinical psychology, with
the result that now essentially everyone is psychody-
namic: the classical definition of “psychodynamic” does
not entail a Freudian architecture of id, etc. only the as-
sumption that there are “forces in the mind” (Greenson,
1967, p. 23). Any self-described behaviorist who uses
concepts of cognition, emotion, or motivation that have
any meaning beyond observables (thus, essentially all
modern behaviorally oriented clinical psychologists;
see Kozak & Miller, 1982; Miller & Kozak, 1993)
clearly relies on psychodynamic concepts. If one broad-
ens “psychological” beyond the intrapersonal to include
interpersonal process (What clinician does not attend
to interpersonal dynamics?), then the case is even eas-
ier to make, whether or not one calls it “transference”.
Meehl’s faith in aspects (not all) of psychodynamic
heritage is no less defensible than in 1978—if anything,
the subsequent evolution of the field has validated that
faith.

(7) With all due respect to Meehl (and distinguishing him
from the slash-and-burn attitude that has been misread
into the 1978 paper), inferential statistics are not the fi-
nal common pathway to evil or bad science. When I
was in graduate school, essentially no one in psychology
did MANOVAs. Only one unwieldy program was (not
widely) available to do it.Van Egeren (1973)had rad-
ically proposed reliance on MANOVA in psychophys-
iology research, to no avail.Vasey and Thayer (1987)
trumpeted its value half a generation later, when it was
finally widely available, but still one frequently encoun-
ters the misunderstanding that its relevance is only when
there are multiple dependent variables to be crunched
together. Now 31 years after Van Egeren, MANOVA is
still relatively rare. As MANOVA has been so long in
coming, I suspect that the current sleeper in inferential
statistics is randomization, bootstrapping, permutations,
and similar methods (e.g.,Maris, 2004; Wasserman &
Bockenholt, 1989). These have the beauty of allow-
ing the investigator to design a boutique statistic, cus-
tomized for the hypothesis at hand. For example, rather
than doing a giant omnibus ANOVA (or MANOVA!),
then a series of simple-effects analyses that systemati-
cally throw away information, one defines a specific re-
lationship in the data, computes its observed magnitude,

and estimates the probability of such a magnitude aris-
ing by chance. Meehl might not fully approve; but surely
he would condone a strategy that forces one to think
very carefully and explicitly about testing one’s hypoth-
esis. The omnibus ANOVA/MANOVA with many cells
in the design is like throwing a deck of cards into the air
and then seeing what hand one can play with those that
turn face-up. Bootstrap techniques are not yet popular, I
suspect, exactly because of the burden they place on the
investigator, to specify (and to code in software) a par-
ticular relationship among variables. And the software
to do bootstrapping is not yet built into SPSS (though it
is in SAS). But the flexibility of this strategy will surely
prevail eventually. Meehl might even approve, because
one’s boutique statistic can represent quantitatively spe-
cific relationships far more precise than “from the same
population”.

(8) It might not be a stretch to readMeehl (1978)as hop-
ing that soft psychology will someday progress past any
reliance on significance testing. As a new assistant pro-
fessor I sometimes rode the bus to campus with a fa-
mous senior colleague, biopsychologist Phil Teitelbaum.
One day he explained why he had no use for inferen-
tial statistics. In his lab, he tinkered with a paradigm
to explore a phenomenon until he understood it. Once
he understood it, the phenomenon would have such a
whopping effect size, such good consistency across sub-
jects (brain-lesioned rodents), that no statistical infer-
ence would be necessary. He believed that, if one needs
inferential statistics to draw a conclusion, the conclu-
sion is premature. This echoesMeehl (1978, p. 825)
noting that most physicists have no use for statistical
significance tests, they have quantitative models, pre-
cise instruments, and enough observations to judge, by
simple inspection, whether the data compellingly fit the
model. We will have to have consensus on adequate
models, as well as construct-valid measures, if we are
to achieve that. Yet statistical inference is no substitute
for adequate models and good measures. Meehl argued
that some of the problems that “soft” psychology tack-
les are remarkably complex and thus difficult to capture
with straightforward models and measures.

(9) If the harder sides of psychology are closer to the harder
sciences, one might wonder whether the growing pres-
ence in psychology of genetics and neuroscience will
lead the field to greater rigor—or will suffocate those
parts of the field less amenable to such rigor—and
whether the latter is a good thing.Meehl (1978)pleaded
that soft psychology not turn its back on the hard ques-
tions it asks, in favor of easier questions.Meehl (1978)
is often cited in support of casual derision of softer psy-
chology, but the paper takes great pains to prevent that:
“ . . . it is usually not possible in the soft areas of social
science to provide rigorous, explicit, or. . . operational
definitions for theoretical concepts” (p. 815). What a
radical premise! With Meehl, let us grant that premise
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and, without embarrassment, accept that the progress
will be slow.
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